
Mental Practice: A
Psychotherapy to Improve
Action-Selection in Obsessive-
Compulsive Disorder

To the Editor: Action selection is the
task by which an agent characterizes
what to do next.1 In goal-directed
behavior, deciding which action to
take is biased by the prediction of the
outcome. Differences between pre-
dicted and actual outcome (error
signal) can be used to optimize the
behavior.2 Obsessive-compulsive dis-
order (OCD) is an anxiety disorder
that is related to inappropriate behav-
ioral optimization, characterized by
repetitive, interfering thoughts and
compulsive behaviors. OCD patients
tend to feel that something is wrong
even when they perform correctly.
This produces severe anxiety, which
causes recurrent behaviors in order to
decrease the emotional pressure.3 The
“hyperactive error-monitoring”
hypothesis of OCD suggests that
patients receive faulty error signals
when they don’t reach their goals,
urging them to repeat their compul-
sive behaviors.4 In machine-learning,
“reinforcement learning theory” stud-
ies the way that artificial systems/
agents can learn to predict the out-
comes of their behaviors and optimize
them in the environment to maximize
some notion of cumulative reward.5 In
other words, reinforcement learning
(RL) is learning how to map situations
or states to actions in order to maxi-
mize a reward or minimize a punish-
ment. Two of RL model components
are the “policy function” and the
“model of the environment.” Policy
function maps the agent states to best
actions, and model is described as
anything that an agent can use to pre-
dict the environmental responses to its

actions.6 We hypothesize that the high
error signals produced in the brain of
OCD patients contribute to an inap-
propriate mapping of the state of the
environment to a proper action (inap-
propriate action-selection). In RL lan-
guage, we suggest that OCD patients
suffer from an improper policy func-
tion. Hence, what these patients need
as a therapy is a suitable way to
improve their policy. One of the ways
to improve policy in the RL domain is
composed of two steps: 1) learning the
model of “how the environment
works;” and, 2) choosing “the best
action,” given the current knowledge
of the environment. Traditionally, cog-
nitive-behavioral therapy (CBT) has
been used as the most effective type of
psychotherapy for this disorder. The
patient is exposed many times to a
situation that triggers the obsessive
thoughts, and learns gradually to cope
with the anxiety and resist the urge to
perform the compulsion. Here, we
propose a therapy that combines CBT
and RL. This method, like above-men-
tioned RL method, consists of two
steps, and, unlike CBT, this method
does not need exposure to real situa-
tions. In this method, for the first step,
the patient, with the help of the thera-
pist, learns a model of the environ-
ment. In other words, the patient
learns how the environment will
respond to his or her actions. A model
produces a prediction of the next state
of the environment. In fact, the model
is used to simulate the environment
and produce simulated experience.
With a learned model, the patient no
longer needs real experiences and can
use a model to produce simulated
experience in the mind; so the patient
can expose herself/himself to a simu-
lated situation in his or her mind that
triggers the obsessive thoughts, and,
with the help of the learned model,
predict the environmental response

and then choose the best action men-
tally. So, this method is a mental prac-
tice that reduces the anxiety encoun-
tered by the patient in the real
situation. We think that behavioral
studies on several groups of OCD
patients, comparing the results of our
method with traditional methods, may
be a good beginning for testing our
hypothesis.

Sareh Zendehrouh, Ph.D.
candidate
Shahriar Gharibzadeh, M.D.,
Ph.D.
Farzad Towhidkhah, Ph.D.

Dept. of Biomedical Engineering
Amirkabir University
of Technology
Somayyeh, Hafez
Tehran, Iran
Correspondence: gharibzadeh@
aut.ac.ir

References

1. Prescott TJ, Bryson JJ, Seth AK: Introduc-
tion: modelling natural action-selection.
Phil Trans Royal Soc, B: Biol Sci 2007;
362:1521–1529

2. Ridderinkhof KR, van den Wildenberg
WPM, Segalowitz SJ, et al: Neurocogni-
tive mechanisms of cognitive control:
the role of prefrontal cortex in action-
selection, response-inhibition, perfor-
mance-monitoring, and reward-based
learning. Brain Cogn 2008; 56:129 –140

3. Aouizerate B, Guehl D, Cuny E, et al: Patho-
physiology of obsessive-compulsive disor-
der: a necessary link between phenomenol-
ogy, neuropsychology, imagery, and
physiology. Prog Neurobiol 2004; 72:195–221

4. Gruendler TOJ, Cavanagh JF, Figueroa CM,
et al: Task-related dissociation in ERN ampli-
tude as a function of obsessive-compulsive
symptoms. Neuropsychologia 2009; 47:1978–
1987

5. Dayan P, Niv Y: Reinforcement learning and
the brain: the good, the bad, and the ugly.
Curr Opin Neurobiol 2008; 18:185–196

6. Samson RD, Frank MJ, Fellous J: Computa-
tional models of reinforcement learning: the
role of dopamine as a reward signal, Cogn
Neurodynamics 2010; 4:91–105

LETTERS

J Neuropsychiatry Clin Neurosci 24:1, Winter 2012 http://neuro.psychiatryonline.org E25


